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We reach SOTA in depth from focus, and the contributions are:

* We outperform SOTA methods in various comparisons, and
also runs faster.

 Our method is the first that can learn depth estimation
unsupervisedly from only all-in-focus (AiF) images, and
perform favorably against SOTA methods.

* Our method allows test-time optimization on real-world data
to mitigate the domain gap, especially when ground truth Focus Position P
depth data are unavailable.
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* Given a focal stack S, a 3D ConvNet
produces an attention map M shared
between depth and AiF estimation.

 With different normalization functions
o(-) and ¢(-), the attention map can be
further manipulated to generate either
depth or AiF results.
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